PREFACE

There has been a spurt of activity during the last decade to integrate various
computing paradigms, such as fuzzy set theory, neural networks, genetic algo-
rithms, and rough set theory, for generating more efficient hybrid systems that can
be classified as soft computing methodologies. Here the individual tool acts
synergistically, not competitively, in enhancing the application domain of the other.
The purpose is to develop flexible information-processing systems that can
exploit the tolerance for imprecision, uncertainty, approximate reasoning, and
partial truth in order to achieve tractability, robustness, low solution cost, and close
resemblance to human decision making. The soft computing paradigm provides
a foundation for the conception and design of high-MIQ (machine 1Q) systems
and forms a basis for future-generation computing technology. The computa-
tional theory of perceptions (CTP) described by Zadeh, with perceptions being
characterized by fuzzy granularity, plays a key role in performing tasks in a soft
computing framework. Tremendous efforts are being made along this line to
develop theories and algorithms on the one hand, and to demonstrate various
applications on the other, considering its constituting tools both individually and in
different combinations.

Case-based reasoning (CBR) is one such application area where soft computing
methodologies have had a significant impact during the past decade. CBR may be
defined as a model of reasoning that incorporates problem solving, understanding,
and learning, and integrates all of them with memory processes. These tasks are
performed using typical situations, called cases, already experienced by a system. A
case may be defined as a contextualized piece of knowledge representing an
experience that teaches a lesson fundamental to achieving the goals of the system.
The system learns as a by-product of its reasoning activity. It becomes more
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efficient and more competent as a result of storing the past experience of the system
and referring to earlier cases in later reasoning. Unlike a traditional knowledge-
based system, a case-based system operates through a process of remembering one
or a small set of concrete instances or cases and basing decisions on comparisons
between the new and old situations. Systems based on this principle are finding
widespread applications in such problems as medical diagnosis and legal inter-
pretation where the knowledge available is incomplete and/or evidence is sparse.

Four prime components of a CBR system are retrieve, reuse, revise, and retain.
These involve such basic tasks as clustering and classification of cases, case
selection and generation, case indexing and learning, measuring case similarity,
case retrieval and inference, reasoning, and rule adaptation and mining. The use of
soft computing tools in general, and fuzzy logic and artificial neural networks in
performing these tasks in particular, has been well established for more than a
decade. The primary roles of these tools are in handling ambiguous, vague, or ill-
defined information or concepts, learning and adaptation of intractable cases or
classes, searching for optimal parameters, and computing with granules (clumps of
similar objects or cases) for speedy computation. CBR systems that integrate these
characteristics in various combinations for developing efficient methodologies,
algorithms, and knowledge-based networks for various real-life decision-making
applications have also been developed.

This book provides a treatise in a unified framework describing how soft
computing techniques can be used in building and maintaining case-based systems.
The book is structured according to the four major phases of the problem-solving
life cycle of a CBR system—representation and indexing of cases, case selection
and retrieval, case adaptation, and case-base maintenance—and provides a solid
foundation with a balanced mixture of theory, algorithm, and application. Examples
are provided wherever necessary to make the concepts more clear. Various real-life
applications are presented in a comprehensive manner for the benefit of
practitioners.

For the convenience of readers, the basic theories, principles, and definitions of
fuzzy sets, artificial neural networks, genetic algorithms, and rough sets are
provided in the appendixes. A comprehensive bibliography is provided for each
chapter. A sizable portion of the text has been unified from previously published
work of the authors.

The book, which is unique in character, will be useful to graduate students and
researchers in computer science, electrical engineering, system science, and
information technology as both a textbook and a reference book for some parts
of the curriculum. Researchers and practitioners in industry and R&D laboratories
working in such fields as system design, control, pattern recognition, data mining,
vision, and machine intelligence will also be benefited.

The text is organized in six chapters. In Chapter 1 we provide an introduction to
CBR system together with its various components and characteristic features and an
example of building a CBR system. This is followed by a brief description of the
soft computing paradigm, an introduction to soft case-based reasoning, and a list of
typical CBR tasks for soft computing applications.
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Chapter 2 highlights problems of case representation and indexing. Here we
describe, first, traditional methods of case representation: relational, object-
oriented, and predicate representation. This is followed by a method of case
knowledge representation using fuzzy sets, examples of determining reducts from
a decision table using rough sets, and a methodology of prototypical case
generation in a rough-fuzzy framework. The significance of granular computing
is demonstrated. Some experimental results on case generation are also provided for
large data sets. Finally, some case indexing methods using a traditional approach, a
Bayesian model, and neural networks are described.

Chapter 3 deals with the tasks of case selection and retrieval. We begin with
problems in constructing similarity measures by defining a few well-known
similarity measures in terms of distance, followed by the relevance of the concept
of fuzzy similarity between cases and some methods of computation. Methods of
computing feature weights using classical, neural, and genetic algorithm-based
approaches are then discussed. Finally, various methodologies of case selection and
retrieval in neural, neuro-fuzzy, and rough-neural frameworks are described. Here
both layered network and self-organizing maps are considered for learning in
supervised and unsupervised modes, and experimental results demonstrating the
features are given.

Issues of case adaptation are handled in Chapter 4. After explaining some
conventional strategies—reinstantiation, substitution and transformation—and a
few methods based on them, various ways of using fuzzy decision trees, multilayer
perceptrons, Bayesian models, and support vector machines for case adaptation are
presented. We explain how discrepancy vectors can be used as training examples
for determining the amount of adjustment needed to modify a solution. The use of
genetic algorithms in this regard is also discussed.

Chapter 5 is concerned with problems of case-base maintenance. We first explain
different characteristic properties that need to be assured through qualitative and
quantitative maintenance. Then two methods of case-base maintenance using
fuzzy-rough and fuzzy integral approaches are described. Tasks such as mining
adaptation rules, adjustment through reasoning, selecting cases and updating the
case base; and such concepts as case coverage and reachability, fuzzy integrals, and
case-base competence are explained in detail through example computations. Some
experimental results are also provided, as in earlier chapters.

Finally, some real-life applications of soft case-based reasoning systems are
presented in a comprehensive manner in Chapter 6, together with their significance
and merits. These include Web access path prediction, oceanographic forecasting,
medical diagnosis, legal inference, property valuation, bond rating, color matching,
and fashion shoe design.

We take this opportunity to thank John Wiley & Sons for its initiative and
encouragement. We owe a vote of thanks to Ms. Yan Li and Mr. Ben Niu of the
Department of Computing, Hong Kong Polytechnic University, for their tireless
endeavors in providing remarkable assistance while preparing the manuscript, as
well as to colleagues at the Machine Intelligence Unit, Indian Statistical Institute,
Calcutta, and Professor Tharam S. Dillon, La Trobe University, Melbourne, for



XX PREFACE

their cooperation at various stages. Financial support from Hong Kong Polytechnic
University, grants HZJ90, GT377, and APDS5S5, and RGC grant BQ496, is also
gratefully acknowledged. The project was initiated when Professor Pal was a
Visiting Professor at the Hong Kong Polytechnic University, Hong Kong, during
2000-2001. The names of the authors are arranged alphabetically, signifying their
equal contribution.

SANKAR K. PAL
Smvon C. K. SHiu
June 29, 2003



	Foundations of Soft Case-Based Reasoning
	Cover

	CONTENTS
	FOREWORD
	PREFACE
	ABOUT THE AUTHORS
	1 INTRODUCTION
	1.1 Background
	1.2 Components and Features of Case-Based Reasoning
	1.2.1 CBR System versus Rule-Based System
	1.2.2 CBR versus Human Reasoning
	1.2.3 CBR Life Cycle

	1.3 Guidelines for the Use of Case-Based Reasoning
	1.4 Advantages of Using Case-Based Reasoning
	1.5 Case Representation and Indexing
	1.5.1 Case Representation
	1.5.2 Case Indexing

	1.6 Case Retrieval
	1.7 Case Adaptation
	1.8 Case Learning and Case-Base Maintenance
	1.8.1 Learning in CBR Systems
	1.8.2 Case-Base Maintenance

	1.9 Example of Building a Case-Based Reasoning System
	1.9.1 Case Representation
	1.9.2 Case Indexing
	1.9.3 Case Retrieval
	1.9.4 Case Adaptation
	1.9.5 Case-Base Maintenance

	1.10 Case-Based Reasoning: Methodology or Technology?
	1.11 Soft Case-Based Reasoning
	1.11.1 Fuzzy Logic
	1.11.2 Neural Networks
	1.11.3 Genetic Algorithms
	1.11.4 Some CBR Tasks for Soft Computing Applications

	1.12 Summary
	References

	2 CASE REPRESENTATION AND INDEXING
	2.1 Introduction
	2.2 Traditional Methods of Case Representation
	2.2.1 Relational Representation
	2.2.2 Object-Oriented Representation
	2.2.3 Predicate Representation
	2.2.4 Comparison of Case Representations

	2.3 Soft Computing Techniques for Case Representation
	2.3.1 Case Knowledge Representation Based on Fuzzy Sets
	2.3.2 Rough Sets and Determining Reducts
	2.3.3 Prototypical Case Generation Using Reducts with Fuzzy Representation

	2.4 Case Indexing
	2.4.1 Traditional Indexing Method
	2.4.2 Case Indexing Using a Bayesian Model
	2.4.3 Case Indexing Using a Prototype-Based Neural Network
	2.4.4 Case Indexing Using a Three-Layered Back Propagation Neural Network

	2.5 Summary
	References

	3 CASE SELECTION AND RETRIEVAL
	3.1 Introduction
	3.2 Similarity Concept
	3.2.1 Weighted Euclidean Distance
	3.2.2 Hamming and Levenshtein Distances
	3.2.3 Cosine Coefficient for Text-Based Cases
	3.2.4 Other Similarity Measures
	3.2.5 k-Nearest Neighbor Principle

	3.3 Concept of Fuzzy Sets in Measuring Similarity
	3.3.1 Relevance of Fuzzy Similarity in Case Matching
	3.3.2 Computing Fuzzy Similarity Between Cases

	3.4 Fuzzy Classification and Clustering of Cases
	3.4.1 Weighted Intracluster and Intercluster Similarity
	3.4.2 Fuzzy ID3 Algorithm for Classification
	3.4.3 Fuzzy c-Means Algorithm for Clustering

	3.5 Case Feature Weighting
	3.5.1 Using Gradient-Descent Technique and Neural Networks
	3.5.2 Using Genetic Algorithms

	3.6 Case Selection and Retrieval Using Neural Networks
	3.6.1 Methodology
	3.6.2 Glass Identification

	3.7 Case Selection Using a Neuro-Fuzzy Model
	3.7.1 Selection of Cases and Class Representation
	3.7.2 Formulation of the Network

	3.8 Case Selection Using Rough-Self Organizing Map
	3.8.1 Pattern Indiscernibility and Fuzzy Discretization of Feature Space
	3.8.2 Methodology for Generation of Reducts
	3.8.3 Rough SOM
	3.8.4 Experimental Results

	3.9 Summary
	References

	4 CASE ADAPTATION
	4.1 Introduction
	4.2 Traditional Case Adaptation Strategies
	4.2.1 Reinstantiation
	4.2.2 Substitution
	4.2.3 Transformation
	4.2.4 Example of Adaptation Knowledge in Pseudocode

	4.3 Some Case Adaptation Methods
	4.3.1 Learning Adaptation Cases
	4.3.2 Integrating Rule- and Case-Based Adaptation Approaches
	4.3.3 Using an Adaptation Matrix
	4.3.4 Using Configuration Techniques

	4.4 Case Adaptation Through Machine Learning
	4.4.1 Fuzzy Decision Tree
	4.4.2 Back-Propagation Neural Network
	4.4.3 Bayesian Model
	4.4.4 Support Vector Machine
	4.4.5 Genetic Algorithms

	4.5 Summary
	References

	5 CASE-BASE MAINTENANCE
	5.1 Introduction
	5.2 Background
	5.3 Types of Case-Base Maintenance
	5.3.1 Qualitative Maintenance
	5.3.2 Quantitative Maintenance

	5.4 Case-Base Maintenance Using a Rough-Fuzzy Approach
	5.4.1 Maintaining the Client Case Base
	5.4.2 Experimental Results
	5.4.3 Complexity Issues

	5.5 Case-Base Maintenance Using a Fuzzy Integral Approach
	5.5.1 Fuzzy Measures and Fuzzy Integrals
	5.5.2 Case-Base Competence
	5.5.3 Fuzzy Integral¨CBased Competence Model
	5.5.4 Experiment Results

	5.6 Summary
	References

	6 APPLICATIONS
	6.1 Introduction
	6.2 Web Mining
	6.2.1 Case Representation Using Fuzzy Sets
	6.2.2 Mining Fuzzy Association Rules

	6.3 Medical Diagnosis
	6.3.1 System Architecture
	6.3.2 Case Retrieval Using a Fuzzy Neural Network
	6.3.3 Case Evaluation and Adaptation Using Induction

	6.4 Weather Prediction
	6.4.1 Structure of the Hybrid CBR System
	6.4.2 Case Adaptation Using ANN

	6.5 Legal Inference
	6.5.1 Fuzzy Logic in Case Representation
	6.5.2 Fuzzy Similarity in Case Retrieval and Inference

	6.6 Property Valuation
	6.6.1 PROFIT System
	6.6.2 Fuzzy Preference in Case Retrieval

	6.7 Corporate Bond Rating
	6.7.1 Structure of a Hybrid CBR System Using GAs
	6.7.2 GA in Case Indexing and Retrieval

	6.8 Color Matching
	6.8.1 Structure of the Color-Matching Process
	6.8.2 Fuzzy Case Retrieval

	6.9 Shoe Design
	6.9.1 Feature Representation
	6.9.2 Neural Networks in Retrieval

	6.10 Other Applications
	6.11 Summary
	References

	APPENDIXES
	A FUZZY LOGIC
	A.1 Fuzzy Subsets
	A.2 Membership Functions
	A.3 Operations on Fuzzy Subsets
	A.4 Measure of Fuzziness
	A.5 Fuzzy Rules
	A.5.1 Definition
	A.5.2 Fuzzy Rules for Classification

	References

	B ARTIFICIAL NEURAL NETWORKS
	B.1 Architecture of Artificial Neural Networks
	B.2 Training of Artificial Neural Networks
	B.3 ANN Models
	B.3.1 Single-Layered Perceptron
	B.3.2 Multilayered Perceptron Using a Back-Propagation Algorithm
	B.3.3 Radial Basis Function Network
	B.3.4 Kohonen Neural Network

	References

	C GENETIC ALGORITHMS
	C.1 Basic Principles
	C.2 Standard Genetic Algorithm
	C.3 Examples
	C.3.1 Function Maximization
	C.3.2 Traveling Salesman Problem

	References

	D ROUGH SETS
	D.1 Information Systems
	D.2 Indiscernibility Relation
	D.3 Set Approximations
	D.4 Rough Membership
	D.5 Dependency of Attributes
	References


	INDEX
	Team DDU



